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ABSTRACT— The cyber security is one of the 

essential domains of research due to increasing use of 

internet infrastructure and wide level of increasing 

web based services and applications. These 

applications are not much secure due to tricky cyber 

attacks such as phishing. In this presented work, we 

are investigating the techniques of phishing attack 

deployment additionally proposed a new technique of 

phishing URL classification. The phishing URL 

classification is a task of cyber security which is 

previously performed by using the concept of only 

considering the set of phishing URLs. In this 

presented work we are considering the phishing URLs 

as well as legitimate URLs for designing the data 

model for classification task. In this context, we have 

collected phishing URLs from the phish tank database 

and for legitimate URLs we have collected some 

common URLs. Further the 14 features have been 

calculated using the collected URLs and the ANN will 

be trained with the feature data. The trained model has 

been used for recognizing the unknown URLs. The 

implementation of the proposed model has been 

carried out using the JAVA technology and with the 

help of WEKA machine learning library. Additionally 

a comparison with the available phishing detection 

model has been carried out. The performance of the 

proposed model in terms of accuracy and other 

performance parameters indicates the proposed model 

is able to recognize the 76.2% accurate classification 

with minimal resource consumption. Thus the 

proposed model is a promising model and can be used 

for future work extension with deep learning and large 

scale data analysis.  

Keywords— machine learning, data mining, phishing 

URL, classification, binary classification problem, 

phishing detection. 

 

I. INTRODUCTION 
Increasing use of internet is increasing the 

profitability of human life in terms of building social, 

as well as professional task. The internet based 

applications has been used in various aspects such as 

banking, online shopping, communication, email and 

many more. That offers a number of services at our 

door step [1]. On the other side the internet has also 

been used by malicious intuitions by the hackers and 

attackers. These malicious users are trying to capture 

the various users’ sensitive and private information by 

which they are conducting the frauds. Such kinds of 

attacks are much crucial and hard to detect by the 

normal security software. Among them the phishing 

attack is one of the critical and harmful attacks [2]. 

Thus in this presented work we are motivated to study 

and design a phishing detection approach using 

machine learning technique. 

The proposed technique is utilizes the 

phishing URLs for extracting the valuable properties 

form the URLs. These properties of URLs are useful 

for identifying the URLs in terms of phishing or 

legitimate. Additionally for make use of these 

extracted features for developing a data model we 

have proposed to use the popular machine learning 

algorithm namely artificial neural network (ANN). 

The ANN is utilizing the extracted features of URL to 

learn and identify the similar URL patterns when an 

unknown URL has found. This approach is based on a 

binary classification technique. The study has 

provided the detailed understanding about the 

proposed machine learning model for classifying the 

phishing URLs.   

 

II. PROPOSED WORK 
The cyber security is one of the most popular 

research domains classically; additionally its scope 

has increasing day by day as the different cyber 

infrastructure has growing. Therefore, we need to 

study the cyber security and threats that impact on 

human life. In this work we are studying the one of the 

most crucial cyber attack namely phishing attack. This 

section offers describes the basics of the proposed 

technique which is designed for dealing with the 

phishing attack. 

 

 

A. System Overview  

The machine learning is a technique which is 

used for analyzing the data for recovering the 

knowledge from the raw data. The ability of ML 
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techniques for prediction, classification, clustering 

make it profitable various application point of view 

such as security, smart city, medical science, 

engineering and many more. In this presented work 

we are investigating the employment of machine 

learning technique in cyber security, more specifically 

in detection of phishing attack. The phishing attack is 

one of the serious attacks, which is deployed with the 

social engineering. The attack tries to capture the 

victim’s personal and confidential information. This 

stolen information can be used for conducting the 

frauds. In this context in most of the cases the attacker 

prepares a clone of an authentic website and the link 

of this forge website has distributed by using the 

communication channels such as email, social media 

message, or in other communication technique.  

The victim has visited this link and put their details on 

the page which is captured by the attack and utilized 

in various malicious tasks. Therefore, there is a need 

of method which will analyze the message URLs to 

classify them into malicious and legitimate. However, 

there are a number of techniques are recently proposed 

and developed for preventing such kind of attack but 

most of them are not much effective. Thus in this 

work we are proposed an artificial neural network 

based technique for dealing with the phishing URL 

classification. The next section will discuss the 

proposed method for URL classification. 

B. Proposed Methodology  

The proposed phishing URL classification 

model based on ANN has demonstrated in figure 1. In 

this model the components of the model have been 

described additionally their functional aspects are 

described in this section. 

Phish tank database: the phish tank database is a 

security database which maintains the historical 

phishing records. The dataset includes different 

attributes such as phish ID, URL, phish detail URL, 

submission date, verification time, online status, target. 

The dataset is available in two different formats we 

can use the dataset as Comma separated Vector (CSV) 

format or we can also use this database directly in our 

program using web service based Application 

Programming Interface (API). In this work we are 

using the CSV format of the data. 

Self obtained URLs: the neural network is a type of 

classifier which will need to be train on minimum two 

classes. Thus we obtain the phishing class data using 

the phish tank and the second class of data which is 

legitimate has collected by own. Thus we collect some 

legitimate URLs from web directly and use as the 

legitimate class. 

Combined data: the dataset which we required is 

required to have two classes thus we have combined 

the phish tank URLs with the class label ―Phishing‖ 

and the self collected URLs with the class label 

―Legitimate‖. The combined data has been used with 

the next process for preparing the required data model. 

Data preprocessing: the data preprocessing is an 

essential task in most of the machine learning based 

applications. The data pre-processing will help to 

refine the contents and improve the quality of learning 

data. However, in this presented work we have 

removing the different additional attributes of the 

obtained dataset and only keep phishing URL which 

will be used for deploying the attack. 
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Figure 1 proposed phishing URL classification model 

 

Feature extraction: the machine learning algorithms 

are cannot be directly learn with the URL data for 

recognizing the patterns. Thus we need to transform 

the URL data into a vectored form for utilizing with 

the learning algorithm. Thus we have extracting some 

essential attributes form the URL data. In this context 

we make use the article [3] technique for identifying 

the features form the URL to learn with the proposed 

algorithm. In this article we have found the following 

features: 

1. Host URL length 

2. Slashes in URL 

3. dots in host name of the URL 

4. In host name of the URL number of terms 

5. special characters 

6. IP address 

7. Unicode in URL 

8. transport layer security 

9. Subdomain 

10. URL with certain keyword 

11. top level domain 

12. In the path of the URL number of dots 

13. Host name of  URL with hyphen 

14. URL length 

The article [3] provides the 14 different 

properties to be compute from each URL. Using these 

properties we have computing a numerical value for 

each individual property. Thus each URL returns a set 

of 14 values as the attribute and each URL has a class 

label associated. Finally we have encoding the 

features into a binary string using the threshold value 

defined with each property. In order to encode the 

computed features we compare each value with the 

defined threshold if the value is higher than the 

threshold then the feature is recognize it as 1 

otherwise it is 0.   

Training set: after transforming the URLs into a 2D 

vector the data can be used for learning with the 

machine learning algorithms. Thus we have split the 

entire data into two parts first part of the data has used 

for the training of the ANN and second part is being 

used for validation of the model. Here we have used 

80% of randomly selected samples as training set. 

Testing set: the testing set will be used for validation 

of trained model. Thus the 20% of randomly selected 

data will be used here for testing of the trained model. 

ANN training: An Artificial Neural Network (ANN) 

is data processing technique based on the concept of 

biological nervous systems. The ANN is structured as 
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the network, which is composed by interconnected 

elements known as neurons. The configuration is 

depends on specific application, such as recognition, 

classification or prediction. Learning of ANN has 

involves update to the synaptic connections. The ANN 

is a complex, nonlinear, and parallel system. The 

neural network is made with small computational units 

which are known as neuron. The neural network 

which accepting N no of inputs can be denoted as 

x(n)  and each input values are multiplied with a 

weight which will be in between 0-1. That weight is 

defined by w(n). The sum of multiplication of input 

values and connection weight are used with a transfer 

function which is also known as activation function 

for producing the final consequences of the network.  

Trained model: the trained model is prepared after 

adjusting the weights of the neural network. This 

trained model will be used to accept the test data in 

same format as the model would train and then 

classify the URL features in terms of legitimate and 

phishing URLs. 

Classification and performance: based on the 

classified test data consequences we are measuring the 

performance of the proposed model. Thus here we will 

measure the accuracy and error rate. Additionally we 

have measured the training time and memory usage 

during the model training phase. 

C. Proposed Algorithm 

This section provides the summarized steps 

of the proposed data model for processing the URL 

data. The table 1 demonstrates the steps of the 

proposed algorithm. 

 

Table 1 steps of proposed URL classification model 

Input: URLs database D 

Output: URL class labels C 

Process: 

1. Dn = readDataset D  

2. Pn = preprocessDataset Dn  

3. for i = 1; i ≤ n; i + +  

a. Fi = ExtractFeatures Pi  

4. end for 

5.  Train, Test = F. split(80,20, random) 

6. Tmodel = ANN. Train Train  

7. C = Tmodel . Classify Test  

8. Return C 

 

III. RESULTS ANALYSIS 
The proposed work has evaluated in this 

chapter in order to describe the performance and also 

we include the comparative performance study in 

order to justify the performance of the proposed model 

based on ANN technique. 

The accuracy of the ML model demonstrates 

how effectively a model will trained to recognize the 

objects. That is a ratio of correctly recognized and 

total samples of the model, thus using the following 

equation we can calculate the performance. 

accuracy =
correctly classified

total samples
X100 

According to the obtained results of both the 

models we have prepared a bar graph and a table for 

demonstrating the consequences of the classification 

accuracy. The figure 2(A) and table 1 shows the 

accuracy of the apriori and BPN algorithms 

performance in terms of percentage (%). The X axis 

show the amount of URLs has used for 

experimentation and Y axis shows the obtained 

accuracy. According to the results we have found the 

proposed model based BPN classifier will provide 

higher accuracy as compared to apriori based 

technique.  

The error rate of a classifier demonstrates the 

misclassification rate of a ML model. Thus it can be 

measured as the ratio of misclassified samples and 

total samples for classification using the following 

formula: 

error rate % =
misclassified samples

total samples to classify
∗ 100 

The comparative performance of apriori based 

phishing URL classification and BPN based URL 

classification in terms of error rate has been 

demonstrated in figure 2(B) and table 1. 
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The experiments have been carried out with the different size of samples and the performance for both 

the models has been measured. In this diagram the X axis shows the size of dataset used for experiment and Y 

axis demonstrate the error rate in terms of percentage.  

 

Table 1 performance of implemented techniques for phishing URL classification 

S. no. Dataset 

size 

Accuracy (%) Error Rate (%) Time in MS Memory (KB) 

Apriori  ANN Apriori  ANN Apriori  ANN  Apriori  ANN  

1 50 61.43 68.48 38.57 31.52 78 253 1274 1672 

2 75 63.28 70.44 36.72 29.56 130 260 1483 1729 

3 100 64.31 73.09 35.69 26.91 245 287 1591 1799 

4 150 66.92 75.11 33.08 24.89 372 302 1788 1811 

5 200 67.81 77.39 32.19 22.61 491 329 1905 1875 

6 250 69.59 78.41 30.41 21.59 679 351 2129 1909 

7 300 73.5 80.27 26.5 19.73 898 389 2372 1962 

  

(A) (B) 

  

(C) (D) 

Figure 2 shows the performance analysis of proposed ML based phishing URL classification model in terms of 

(A) Accuracy (B) error Rate (%) (C) Training Time (MS) (D) Memory Usage (KB) 
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According to the observed results the 

proposed BPN based URL classification technique 

provides more accurate results as compared to the 

traditional apriori based technique. Additionally as the 

amount of data size increases the error rate of the 

proposed model has reducing more as compared to 

apriori based technique. The training time 

requirements are also an essential parameter for 

performance analysis of a ML algorithm. In this 

context we have measured the training time using the 

following formula using the proposed system. 

Training time = end time − start time 

The comparative training time for both the 

ML models based on apriori and ANN has been 

reported using the figure 2(C) and table 1. In this 

diagram the X axis demonstrate the size of dataset 

used and Y axis shows the time consumed during the 

experiments in training of the model. According to the 

given results we can found the apriori algorithm time 

consumption has been increasing much faster as 

compared to ANN. Initially with the fewer amounts of 

attributes and transactions apriori provide efficient 

results but as we increasing the size of dataset the 

apriori algorithm time consumption has increased 

more. Thus according to the time consumption we 

found the ANN is suitable algorithm for URL 

classification. 

The memory usages is also known as the space 

complexity, here we have measured the memory usage 

of the system by using the process based consumed 

memory. Thus to calculate the memory usage of the 

proposed model we utilize the following equation: 

memory used = total assigned − free space 
The table 1 and figure 2(D) shows the 

comparative memory consumption of the algorithms 

implemented for classifying the malicious URLs. The 

memory usages have measured here in terms of 

kilobytes (KB). According to the figure X axis consist 

of the different size of dataset for experiments and Y 

axis demonstrate the measured memory usages of the 

algorithms. According to the obtained performance the 

proposed ANN based URL classification model 

provides efficient results as compared to apriori based 

model. Finally based on the obtained performance by 

both the algorithms we can say the apriori algorithm is 

accurate but consumes significant amount of time and 

memory for classifying the URLs. On the other hand 

the BPN algorithm demonstrates higher accuracy with 

limited memory and time requirements. Thus the 

proposed malicious URL classification approach using 

ANN is acceptable for future work extension. 

IV. CONCLUSION AND FUTURE WORK  

This chapter provides the summary of entire study 

performed in order to investigate the phishing URL 

classification using ML approach. Thus we have 

reported conclusion and the feasible future extension 

of the proposed work in this chapter. 

 

CONCLUSION 

The phishing is one of the most crucial 

attacks which will be deployed by tricking the victim 

by clicking a malicious link. These links have the 

duplicate web page which is look alike the original 

web page. The victim fills the details on the duplicated 

web page and passes their valuable and confidential 

information to the attacker. The attacker utilizes this 

information for conducting the financial fraud. 

Therefore this attack can be prevented using the 

awareness about the phishing attack, but there are also 

security companies are making software which will 

identify the phishing attack. These techniques can be a 

list based approach or can be implemented using the 

machine learning techniques. However the list based 

techniques are accurate but the maintaining the list 

and searching from the list is a complex and resource 

consuming task. Therefore ML based techniques are 

much popular for the phishing detection. 

In this presented work we are motivated to 

study the ML based phishing detection technique. 

That technique makes use the URLs for recognizing 

the URL is malicious or legitimate. Therefore, in order 

to train the proposed ML based model we are utilizing 

the phish tank database. That database consists of 

previously reported phishing URLs using these 

recovered URLs we are generating a set of features 

based on URLs. Further we have utilized the features 

with the back propagation neural (BPN) network for 

training the algorithm. After the training of artificial 

neural network (ANN) it is prepared for accepting the 

test URLs and classify the URLs into legitimate and 

phishing URL. The implemented approach is a binary 

classification technique. That approach has also been 

compared with the available Apriori based phishing 

URL classification technique.   

The proposed phishing URL classification system 

using ANN technique has been implemented using the 

JAVA and WEKA technology. Additionally for 

providing the performance analysis the MySQL has 

been used for preserving the experimental 

observations. The table 6.1 demonstrates the mean 

performance of the experiments with the proposed and 

the traditional apriori algorithm based model.  
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Table 6.1 Mean performance of the models 

S. No. Parameters  Apriori Based  ANN based  

1 Accuracy  66.70 % 74.89 % 

2 Error rate  33.30 % 25.11 % 

3 Training 

Time  

413.28 MS 310.41 MS 

4 Memory 

usage  

1791.71 KB 1822.42 KB 

 

According to the performance demonstrate in 

the table 6.1 the proposed model of ANN based URL 

classification provides the efficient and accurate 

results. Thus the ANN based security models for 

phishing attack classifications are much effective then 

the classical ML approaches.  

 

FUTURE WORK 

The established key objectives of the proposed work 

have been accomplished successful. In order to 

improve this model more the following suggestions 

has been made. 

1. The ANN based model will provide great strength 

and efficiency for classifying the phishing URLs, 

thus in near future the proposed model need to be 

used with bulk amount of phishing and legitimate 

URLs  

2. The deep learning techniques are able to directly 

work on different formats of data thus in near 

future the deep learning models has been 

suggested to be used for more effective phishing 

attack detection.. 
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